
Interactive Therapeutic Multi-Sensory Environment 
for Cerebral Palsy Users

Abstract. We  present  the  foundations  of  the  ITSE (Interactive  Therapeutic 
Sensory  Environment)  research  project  that  offers  new  opportunities  on 
stimulation, interaction and interactive creation for people with moderate and 
severe mental and physical disabilities (e.g. people with cerebral palsy). Mainly 
based on computer vision techniques, the ITSE project allows the gathering of 
users' gestures and their transformation into images, sounds and vibrations. It 
can  be  used  as  a  standalone  application  in  individual  sessions  or,  as  an 
accessible musical instrument for music therapy sessions. The project was born 
in the Cerebral Palsy Centre of Tarragona (Spain) motivated by the low rate of 
users  able  to  interact with computers.  Although several assistive technology 
gadgets (e.g. key-guards, joysticks, switches, mouse emulators, etc.) and special 
software  applications  (e.g.  cause-effect  and  educational  activities,  simple 
navigation environments, etc.) were used, most users "simply" didn't understand 
the  interaction  mechanisms.  We  believed  that  a  high  interactive  activity 
(reinforced with sounds and images closely related with the gestures) would be 
more accessible to most users in spite of their sensory, motor and cognitive 
impairments. Currently we are working in a first prototype that is capable to 
generate sounds based on the user's motion and digitally process the user's vocal 
sound adding effects such as echo or reverberation. Tests with impaired users 
show that ITSE promotes participation, engagement and play. In this paper we 
explain the experimental methodology, the tools used and developed, the users’ 
profiles and the first results and conclusions. Future goals include testing and 
developing the most appropriate machine vision interaction techniques, sound 
and  image  generation  engines  and,  also  to  develop  and  apply  an  analysis 
methodology to show and improve the effectiveness of the system. 
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1   Introduction

This article presents the Interactive Therapeutic Sensory Environment (ITSE) Project. 
Its main aim is to investigate, develop and apply a system that is able to analyze the 
movements and sounds of users (e.g. by means of artificial vision and microphones) 
and  transform them into  images,  sounds and vibrations.  By doing  so,  the  system 



creates an adaptive sensitive space characterized by the absence of fixed constants 
and rules to be followed.

Our goal is to turn the system into a tool that allows users to explore, express, play 
and enjoy. Moreover, by means of these activities, users may develop capabilities – 
sometimes unconsciously– such as  participation,  communication  or  creativity  and, 
thus, it will lead to an improvement of their quality of live.

The project focuses on people with cerebral palsy but we believe that it could also 
benefit other people with cognitive disabilities (e.g. autism, Down syndrome, mental 
retardation, elderly, and so on). In addition, the system can be used as a learning tool 
for people without special cognitive needs.

The rest of the article is organized as follows: In Section 2 we summarize some 
projects  and  articles  related  to  the  interaction  with  disabled  people.  Section  3  is 
devoted to the ITSE project and considers many of its aspects from the description of 
the system to the definition of user’s profiles. Sections 4 and 5 provide some final 
conclusions and future research lines.

2   State of the art

In the following sections we summarize some relevant projects and systems that 
aim at improving the interaction of disabled people.

2.1   The Soundbeam system

In the early 90s, Phil Ellis started to use the so-called sound therapy with Soundbeam1 

on children with cerebral palsy, autism and profound and multiple learning disabilities 
(PMLD). Sound therapy combines the power of new technologies with an aesthetic 
response to sound. This can encourage the users interaction and the development of 
their  communicative  skills.  Generally  a  non-interventionist  (or  minimally 
interventionist) approach is used [7].
Since 1998 Ellis has made the sound therapy to evolve to the so-called vibroacoustic 
sound  therapy  (VAST)  and  has  experimented  with  elderly  [8,  9].  VAST therapy 
includes using a microphone and vibratory devices. A vibroacoustic device is used to 
reinforce the sounds created by means of Soundbeam or a microphone. Also, VAST 
therapy  improves  users’  relaxation  at  the  end  of  the  sessions,  thus,  promoting  a 
general sense of mental and physical well-being.  Since 2004 Ellis, from the iMUSE 
(interactive  Multy-Sensory  Environment)  research  centre  in  the  Sunderland 
University (UK), focuses his work on the elderly and includes images in the feedback 
that users receive.  By using multi-sensory integration they focus attention through 
immersion  and  unlock  creativity  through  unusual  yet  intuitive  perception-action 
couplings [10].

1 The Soundbeam system uses an ultrasound sensor able to measure the distance to the 
closest obstacle. 



2.2   Soundscapes

Soundscapes [2] refers to a body function capture library and also a collection of 
software able to generate a response from the gesture. One of the uses of Soundscapes 
is as an “expression amplifier” for people with disabilities. It allows users to generate 
images and sounds from body motion. The main idea is to create a virtual interactive 
space (VIS) in which users like to be and their motivation and creativity are promoted 
through play and fun. The therapeutically use of  Soundscapes was exemplified in 
several  European  projects  like  Twi-aysi  (The  world  is  -  as  you  see  it)  [14]  and 
CAREHERE (Creating Aesthetically Resonant Environments for the Handicapped,  
Elderly and REhabilitation) [3, 13].

2.3   MEDIATE and other projects

The Mediate project [24] is a multi-sensory installation whose main goal is  to let 
children with autism to have fun, play, explore and create in a controlled and secure 
environment.  The Mediate  project  carried  out  psychological  studies  and  provided 
parents  with  an  environment  where  they  could  see  their  children  playing.  In  the 
literature it can be found a number of similar systems like Intellivision [4] and others 
using machine vision techniques to create accessible musical instruments, for instance 
Virtual Music Instrument (VMI) [18, 17] or Adaptive Use Musical Instruments [23]. 
The ITSE project, like the projects described above, has their roots in the Interactive 
Music Systems (IMS). By definition, an IMS [16] satisfies that: it is computer based, 
it is interactive enough to affect and modify the performer(s) actions thus provoking 
an ongoing dialog between the performer(s) and the computer system and, generate a 
musical output at performance time.

3 The ITSE project

In  the  following  sections,  some  aspects  of  the  ITSE project  are  described.  In 
Section 3.1 we define the goals of the project. Section 3.2 is a brief description of the 
technical aspects of the project. Section 3.3 explains how the users of the system are 
classified and why. Section 3.4 is devoted to the description of the project sessions. 
Section 3.5 comments on the methodology of analysis  and Section 3.6 points out 
some preliminary results.

3.1 Goals

If we were able to foster the participation of people with severe mental disabilities –
that normally remain passive– this would lead to a series of reactions that will favor 
their development. These people are usually withdrawn and their little communication 
abilities isolate them from their  surroundings.  Providing them with a channel that 



permits  them  to  effectively  communicate,  express  feelings,  and  even  create  will 
contribute to the improvement of their quality of life.

To  cope  with  this  task  it  is  necessary  to  have  the  right  tools  providing  this 
multimodal interaction in an efficient,  simple,  and economical  way. Based on our 
experience [20, 19, 12, 11], we believe that artificial vision techniques using low cost 
devices (web cams) can play a very important role due to their versatility.

3.2 System description

The ITSE system consists of two modules of software: one captures the users’ gesture 
while the other generates sounds and images.

 

Figure 1: Screenshot of the motion capture system 

Module 1 of gesture capture

• Motions capture system. It is an application that captures and processes in 
real time a video signal (see figure 1). From this signal a series of parameters 
can be extracted: 

o Direction and quantity of movement in a specific area:  It  allows 
selecting the area for the extraction of voluntary movement (e.g. the 
head, an arm, a foot, etc.)  and, due to the high sensitivity of the 
procedure, it is especially indicated for people with very restricted 
movements.

o Position of a color marker: A color mark - like a glove or a sticker- 
is  placed  on  the  participant  (normally  in  an  upper  limb).  It  is 
indicated for rough movements.

o Index of global activity: It allows extracting the amount of activity 
(movements) in the capture frame. It  is  useful  to users that  base 
their interaction on the movement of all their body. 



• Sounds  capture  system.  Is  based  on  an  application  programmed  with 
MAX/MSP  that  uses  a  microphone  to  obtain  the  signal  coming  from 
different  sources,  either  voices  or  other  sounds.  The  object  "analyzer~" 
included in the patch (Figure 2) allows us to obtain a detailed description of 
the sound. We use this information to feed a controller that manages a set of 
engine parameters used to generate sound. From the analysis of the input 
signal a series of parameters can be extracted:

o The waveform 

o Spectrogram and sonogram

o Sound amplitude

o Frequency and corresponding MIDI note

o Brightness of the sound

o Attacks

Figure 2:  Patch MAX/MSP to analyze the input signal

Audiovisual generation module

The  audiovisual  generation  module  is  based  on  an  application  programmed  with 
MAX/MSP that processes the information of the capture system and generates images 
and sounds.   The communication between the capture modules and the audiovisual 
generation module uses the MIDI protocol, which is frequently used by musicians and 
allows the communication between programs in a simple way.



Figure 3:  Patch MAX/MSP that analyzes the gestures and sound inputs of the user 
and transforms them into modified sounds

The audio engine is organized in several sub-modules:

 Loading sub-module.  This  module  reads sound files  (e.g.  songs)  and abstract 
textures files (e.g. random noise), and loads them into memory. 

o Mapping between gesture and generated sound
 The position of the user in a virtual space controls the reading 

speed of a sound file.
 User’s  voice  pitch  produces  pitch  changes  and  introduces 

echoes in the played sound.

 Real-time voice  processing  sub-module.  This  module  distorts  voices  or  other 
sounds. Several digital audio effects are used: reverberation, chorus and flanger, 
pitch shift, filter and echo

 Sound synthesis sub-module: Controls the timbers.

 Virtual  instruments sub-module: it  plays a virtual  instrument from an existent 
score or generated with a MAX/MSP patch.

o Virtual Instrument sub-module:
 The position of the user in a virtual space executes the notes of 

the score and generates the transposition of the pitches.
 The speed of movement controls the amplitude of the sound of 

the virtual instrument.
 Sound visualization sub-module.  This  module  is  still  under  construction.  The 

tests that we have carried out consist on the visualization of textures and abstract 



figures that move according to some sound parameters such as the amplitude. We 
use the R4 viewer (see Figure 4). 

Figure 4: R4 viewer

3.3 User’s profile

To be able to carry out this project, and due to our limited human resources and time, 
we are grouping the users into three blocks, and from each one we choose between 
three and four users to have the best representation of the collective and thus test the 
viability of the system in an efficient and real way. The groups are defined as follows:

• Group  A.   Users  with  sufficient  intellectual  capacity  to  understand  the 
activity’s  mechanics,  and  that  consciously  and  voluntarily  respond  to  the 
orders given. The goal goes beyond the child just interacting, it is a question 
of obtaining a development in the artistic productions that they make with the 
system. 

• Group B. Users with less intellectual capacity than the previous group, but 
good enough to observe and answer. These are the ones that probably do not 
comprehend, or the mechanics of the activity is very difficult or they forget its 
mechanics  between  sessions.   The  main  goal  is  for  them  to  begin  to 
comprehend and enjoy their own productions like those in group A. 

• Group C. Users with a low intellectual level and a relational capacity with a 
more limited environment than the previous groups, and whose answers to the 
system is observable with difficulty.

3.4 Session developments

The sessions last approximately between 15 and 30 minutes including preparation, 
participants entry and exit,  note takings,  and a final  interview with the facilitator. 
Normally, they come together in a work block, using the module for sound treatment 



in real time and another block with the virtual instruments module except for special 
features that are stipulated before hand. 

Thereafter, the facilitator is interviewed, where the first impressions are reflected 
after finishing the activity. This usually does not take more than 10 minutes. In all 
cases, intervening will be kept to a minimum, with the facilitator only helping the user 
when it is time to begin the activity.

3.5 Analysis methodology

The analysis of the sessions is mainly done through the records (videos, sound, etc.) 
obtained  and  with  the  help  of  video  note  taking  tools2.  To  begin  with,  we  are 
interested  in  studying the  immediate  effects  that  the  use  of  the  system produces, 
although it  is  important  to  confirm the  long-term effects  that  are  produced,  even 
though it will not be possible to strictly attribute them to the use of the system.

The  variables  that  are  taken  into  account  in  the  sessions  are  (among others): 
attention type (i.e. scattered, focused, etc.), attention duration (i.e. minutes, seconds, 
etc.), satisfaction, inhibition (voluntary or induced), connectivity with the task, etc.

The facilitator that knows and can better understand the user’s answers performs 
the analysis of each video. To try to establish and to support, as far as possible, a 
common evaluation criterion, a consensus is established during the first sessions, and 
regular control meetings to support the above-mentioned consensus are scheduled.

3.6 Preliminary Results

After almost a year of experimentation and development of the ITSE project, we can 
state that it has shown itself as a very useful tool for most of the users who test it.

At a pedagogic level, it contributes to give continuity to the integral work that is 
carried out in the rest of the areas, like attention, perception, communicative intention 
or relaxation and muscular control.

From  a  therapeutic  point  of  view,  it  helps  the  users  to  develop  their 
expressiveness,  their  connexion  with  the  most  immediate  environment,  their 
imagination, the pleasure of realizing their own expressions and listening themselves. 
Furthermore, in some cases, it helps them to realize their own desires and fantasies 
related with playing an instrument (e.g. a guitar) which would have been impossible 
otherwise, due to their physical limitations. 

Last but not least, at a playful level, it offers tools for the cerebral palsy affected 
people that let them learn, play and have fun at the same time.

2  We use Anvil in the SATI project, http://www.anvil-software.de



4 Conclusions

The  research  line  presented  in  this  article  is  a  challenge.  Working  with  people 
suffering from severe and multiple disabilities is not straightforward: we can rarely 
count on their cooperation; it is very complex to establish communication (if any) 
with them; due to their delicate state of health we have to pay a special attention to the 
appearance of crises and; generally, users cannot express their feelings clearly (e.g. by 
filling in a questionnaire). Moreover, results cannot always be generalized due to the 
reduced number and heterogeneity of these users.

Many  different  disciplines  interweave:  music,  visual  art,  computer  science, 
psychology,  special  education  and  physiotherapy.  Due  to  this  interdisciplinary 
environment a  high degree of coordination is  required amongst experts from very 
different areas that  generally talk in different technical languages. Thus, there is a 
need  for  a  tool  that  allows  us  to  assess  the  results  and  obtain  conclusions. 
Psychologists  and  users’  relatives  that  help  in  confirming  the  hypothesis  of  the 
experts generally perform this assessment of the results.

Currently,  we are testing a prototype of the system that  generates sounds as a 
result of the images captured by a webcam. We have been working with this system 
for more than a year and we plan to add visual and tactile outputs to the system in the 
near future.

5 Future works

We plan to go ahead with a number of tasks in the near future.

• To elaborate tools or methodologies in order to improve the characterization 
of the participants. That way would be easier to link some observations with 
the  particularities  of  a  users  group  and  to  contribute,  therefore,  to  the 
generalization of  the  results.  Specifically,  we will  try  to  model  the  users 
profiles by means of the use of ontologies. 

• To establish analysis methodologies of the system effects and to relate them 
to the profile of a concrete user. Also it would be interesting to involve other 
participants in the analysis process (for example,  relatives or tutors) or to 
develop automatic technologies of analysis.

• To  move towards  more  autonomous  and  usable  systems  for  the 
professionals.  It  is  necessary  to  derive  computer  applications  from  the 
developed prototypes that could be easily run by the people who will work 
with  these  systems  (teachers,  keepers,  occupational  therapists,  musical 
therapists,  parents,  etc.)  so  that  they  could  do  an  effective  use  of  them. 
Actually, as our experience shows, there are several technological proposals 
for the special educative needs people, but most of them are not used “only” 
because they are not simple enough. 



• To go towards adaptive systems so that they could be able to learn what kind 
of  proposals are more attractive  for  the user  in  function of  the produced 
interaction.

• To  extend  the  offer  of  the  audio-visual  engine  with  such  elements  as 
graphical  interactive  scores,  sound  visualization,  interactive  painting 
application, etc.
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